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ABSTRACT
Explainable artificially intelligent (XAI) systems form part of so-
ciotechnical systems, e.g., human+AI teams tasked with making
decisions. Yet, current XAI systems are rarely evaluated by measur-
ing the performance of human+AI teams on actual decision-making
tasks. We conducted two online experiments and one in-person
think-aloud study to evaluate two currently common techniques for
evaluating XAI systems: (1) using proxy, artificial tasks such as how
well humans predict the AI’s decision from the given explanations,
and (2) using subjective measures of trust and preference as predic-
tors of actual performance. The results of our experiments demon-
strate that evaluations with proxy tasks did not predict the results of
the evaluations with the actual decision-making tasks. Further, the
subjective measures on evaluations with actual decision-making
tasks did not predict the objective performance on those same tasks.
Our results suggest that by employing misleading evaluation meth-
ods, our field may be inadvertently slowing its progress toward
developing human+AI teams that can reliably perform better than
humans or AIs alone.
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1 INTRODUCTION
Because people and AI-powered systems have complementary
strengths, many expected that human+AI teams would perform
better on decision-making tasks than either people or AIs alone [1,
21, 22]. However, there is mounting evidence that human+AI teams
often perform worse than AIs alone [16, 17, 28, 34].

We hypothesize that this mismatch between our field’s aspira-
tions and the current reality can be attributed, in part, to several
pragmatic decisions we frequently make in our research practice.
Specifically, although our aspiration is formulated at the level of
sociotechnical systems , i.e., human+AI teams working together to
make complex decisions, we often make one of two possible critical
mistakes: (1) Rather than evaluating how well the human+AI team
performs together on a decision-making task, we evaluate by using
proxy tasks, how accurately a human can predict the decision or
decision boundaries of the AI [13, 27, 29, 34]. (2) We rely on sub-
jective measures of trust and preference, e.g., [35, 36, 44], instead of
objective measures of performance. We consider each of these two
concerns in turn.

First, evaluations that use proxy tasks force study participants
to pay attention to the AI and the accompanying explanations—
something that they are unlikely to do when performing a realistic
decision-making task. Cognitive science provides compelling evi-
dence that people treat cognition like any other form of labor [24]
and favor less demanding forms of cognition, i.e., heuristics over
analytical thinking, even in high stakes contexts like medical diag-
nosis [31]. Therefore, we hypothesize that user performance and
preference on proxy tasks may not accurately predict their perfor-
mance and preference on the actual decision-making tasks where
their cognitive focus is elsewhere and they can choose whether and
how much to attend to the AI.

Second, subjective measures such as trust and preference have
been embraced as the focal point for the evaluation of explainable
systems [35, 36, 44], but we hypothesize that subjective measures
may also be poor predictors of the ultimate performance of people
performing realistic decision-making tasks while supported by ex-
plainable AI-powered systems. Preference and trust are important
facets of explainable AI systems: they may predict users’ intent
to attend to the AI and its explanations in realistic tasks settings
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and adhere to the system's recommendations. However, the goal of
explainable interfaces should be instilling in users theright amount
of trust [10, 32, 33]. This remains a remarkable challenge, as on one
end of the trust spectrum users might over-rely on the system and
remain oblivious of its errors, whereas on the other end they might
exhibit self-reliance and ignore the system's correct recommenda-
tions. Furthermore, evaluating an AI's decision, its explanation of
that decision, and incorporating that information into the decision-
making process requires cognitive e�ort and the existing evidence
suggests that preference does not predict performance on cognitive
tasks [8, 12, 37].

To evaluate these two hypotheses, we conducted two online
experiments and one in-person study of an AI-powered decision
support system for a nutrition-related decision-making task. In
one online study we used a proxy task, in which participants were
asked to predict the AI's recommendations given the explanations
produced by the explainable AI system. In the second online study,
participants completed an actual decision-making task: actually
making decisions assisted by the same explainable AI system as in
the �rst study. In both studies, we measured participants' objective
performance and collected subjective measures of trust, preference,
mental demand, and understanding. In the in-person study, we used
a think-aloud method to gain insights into how people reason while
making decisions assisted by an explainable AI system. In each
study, we presented participants with two substantially distinct
explanation types eliciting either deductive or inductive reasoning.

The results of these studies indicate that (1) subjective measures
from the proxy task do not generalize to the actual decision-making
task, and (2) when using actual decision-making tasks, subjective
results do not predict objective performance results. Speci�cally,
participants trusted and preferred inductive explanations in the
proxy task, whereas they trusted and preferred the deductive ex-
planations in the actual task. Second, in the actual decision-making
task, participants recognized AI errors better with inductive expla-
nations, yet they preferred and trusted the deductive explanations
more. The in-person think-aloud study revealed insights about
why participants preferred and trusted one explanation type over
another, but we found that by thinking aloud during an actual
decision-making task, participants may be induced to exert ad-
ditional cognitive e�ort, and behave di�erently than they would
during an actual decision-making task when they are, more realis-
tically, not thinking aloud.

In summary, we show that the results of evaluating explain-
able AI systems using proxy tasks may not predict the results of
evaluations using actual decision-making tasks. Users also do not
necessarily perform better with systems that they prefer and trust
more. To draw correct conclusions from empirical studies, explain-
able AI researchers should be wary of evaluation pitfalls, such as
proxy tasks and subjective measures. Thus, as we recognize that
explainable AI technology forms part of sociotechnical systems,
and as we increasingly use these technologies in high-stakes sce-
narios, our evaluation methodologies need to reliably demonstrate
how the entire sociotechnical systems (i.e., human+AI teams) will
perform on real tasks.

2 RELATED WORK
2.1 Decision-making and Decision Support

Systems
Decision-making is a fundamental cognitive process that allows
humans to choose one option or course of action from among a set
of alternatives [42, 43, 45]. Since it is an undertaking that requires
cognitive e�ort, people often employ mental shortcuts, or heuristics,
when making decisions [40]. These heuristics save time and e�ort,
and frequently lead to good outcomes, but in some situations they
result in cognitive biases that systematically lead to poor decisions
(see, e.g., [4]).

To help people make good decision reliably, computer-based De-
cision Support Systems (DSS) have been used across numerous dis-
ciplines (e.g., management [15], medicine [20], justice [47]). While
DSS have been around for a long time, they are now increasingly
being deployed because the recent advancements in AI enabled
these systems to achieve high accuracy. But since humans are the
�nal arbiters in decisions made with DSS, the overall sociotechincal
system's accuracy depends both on the system's accuracy and on
the humans and their underlying cognitive processes. Research
shows that even when supported by a DSS, people are prone to
insert bias into the decision-making process [16].

One approach for mitigating cognitive biases in decision-making
is to use cognitive forcing strategies, which introduce self-awareness
and self-monitoring of decision-making [7]. Although not univer-
sally e�ective [38], these strategies have shown promising results as
they improve decision-making performance, both if the human is as-
sisted [17, 34] or is not assisted by a DSS [31]. To illustrate, Green &
Chen [17] showed that across di�erent AI-assisted decision-making
treatments, humans performed best when they had to make the
preliminary decision on their own �rst before being shown the
system recommendation (which forced them to engage analytically
with the system's recommendation and explanation if their own
preliminary decision di�ered from that o�ered by the system). Even
though conceptual frameworks that consider cognitive processes
in decision-making with DSS have been proposed recently [41],
further research is needed to thoroughly investigate how to incor-
porate DSS into human decision-making and the e�ect of cognitive
processes while making system-assisted decisions.

2.2 Evaluating AI-Powered Decision Support
Systems

Motivated by the growing number of studies in interpretable and
explainable AI-powered decision support systems, researchers have
called for more rigorous evaluation of explainable systems [9, 14,
19]. Notably, Doshi-Velez & Kim [9] proposed a taxonomy for eval-
uation of explainable AI systems, composed of the following cate-
gories: application grounded evaluation (i.e., domain experts evalu-
ated on actual tasks), human grounded evaluation (i.e., lay humans
evaluated on simpli�ed tasks) and functionally grounded evalua-
tion (i.e., no humans, proxy tasks). To put our work into context,
our de�nition of the actual taskfalls into application grounded
evaluation, where people for whom the system is intended (i.e., not
necessarily experts) are evaluated on the intended task. Whereas,
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the the proxy taskis closer to human grounded evaluation but ad-
dresses both domain experts and lay people evaluated on simpli�ed
tasks, such as the simulation of model's prediction given an input
and an explanation.

Studies using actual tasks evaluate the performance of human
and the system, as a whole, on the decision-making task [3, 17, 23,
46]. In these studies, participants are told to focus on making good
decisions and it is up to them to decide whether and how to use
the AI's assistance to accomplish the task. In contrast, studies that
use proxy tasks evaluate how well users are able to simulate the
model's decisions [6, 13, 27, 34] or decision boundaries [29]. In such
studies, participants are speci�cally instructed to pay attention
to the AI. These studies evaluate the human's mental model of
the system when the human is actively attending to the system's
predictions and explanations, but do not necessarily evaluate how
well the human is able to perform real decision-making tasks with
the system. For example, to identify which factors make a model
more interpretable, Lage et al. ask participants to simulate the
interpretable model's predictions [27].

In addition to the evaluation task, the choice of evaluation met-
rics is a critical one for the correct evaluation of intelligent sys-
tems [2]. In explainable AI literature, subjective measures, such
as user trust and experience, have been largely embraced as the
focal point for the evaluation of explainable systems [35, 36, 44, 48].
Ho�man et al. [19] proposed metrics for explainable systems that
are grounded in the subjective evaluation of a system (e.g., user
satisfaction, trust, and understanding). These may take the form
of questionnaires on attitude and con�dence in the system [18]
and helpfulness of the system [5, 26]. However, while these mea-
sures are informative, evidence suggests they do not necessarily
predict user's performance with the system. For example, Green
& Chen [16] discovered that self-reported measures could be mis-
leading, since participant's con�dence in their performance was
negatively associated with their actual performance. Similarly, Lai
& Tan [28] found that humans cannot accurately estimate their
own performance. More closely related to our �ndings, Poursabzi-
Sangdeh et al. [34] observed that even though participants were
signi�cantly more con�dent on the predictions of one model over
the other, their decisions did not re�ect the stated con�dence. Fur-
thermore, Lakkaraju & Bastani [30] demonstrated that participants
trusted the same underlying biased model almost 10 times more
when they were presented with misleading explanations compared
to the truthful explanations that revealed the model's bias. These
�ndings indicate that not only are subjective measures poor predic-
tors of performance, but they can easily be manipulated and lead
users to adhere to biased or malicious systems.

3 EXPERIMENTS
We conducted experiments with two di�erent evaluation tasks and
explanation designs to test the following hypotheses:
H1: Results of widely accepted proxy tasks, where the user is asked
to explicitly engage with the explanations, may not predict the
results of realistic settings where the user's focus is on the actual
decision-making task.
H2: Subjective measures, such as self-reported trust and preference

with respect to di�erent explanation designs, may not predict the
ultimate human+AI performance.

3.1 Proxy Task
3.1.1 Task Description.We designed the task around nutrition be-
cause it is generally accessible and plausibly useful in explainable
AI applications for a general audience. Participants were shown a
series of 24 images of di�erent plates of food. The ground truth of
the percent fat content was also shown to them as a fact. Partici-
pants were then asked: �What will the AI decide?� given that the
AI must decide �Is X% or more of the nutrients on this plate fat?�.
As illustrated in Figure 1, each image was accompanied by explana-
tions generated by the simulated AI. The participants chose which
decision they thought the AI would make given the explanations
and the ground truth.

We designed two types of explanations, eliciting either inductive
or deductive reasoning. In inductive reasoning, one infers general
patters from speci�c observations. Thus, for the inductive explana-
tions, we created example-based explanations that required partici-
pants to recognize the ingredients that contributed to fat content
and draw their own conclusion about the given image. As shown in
Figures 1a, the inductive explanations began with �Here are exam-
ples of plates that the AI knows the fat content of and categorizes
as similar to the one above.� Participants then saw four additional
images of plates of food. In deductive reasoning, in contrast, one
starts with general rules and reaches a conclusion with respect
to a speci�c situation. Thus, for the deductive explanations, we
provided the general rules that the simulated AI applied to gener-
ate its recommendations. For example, in Figure 1b, the deductive
explanation begins with �Here are ingredients the AI knows the fat
content of and recognized as main nutrients:� followed by a list of
ingredients.

We chose a within-subjects study design, where for one half of
the study session, participants saw inductive explanations and, for
the other half of the study session, they saw deductive explanations.
The order in which the two types of explanations were seen was
counterbalanced. Each AI had an overall accuracy of 75%, which
meant that in 25% of the cases the simulated AI misclassi�ed the
image or misrecognized ingredients (e.g., Figure 1b). The order
of the speci�c food images was randomized, but all participants
encountered the AI errors at the same positions. We �xed the errors
at questions 4, 7, 11, 16, 22 and 23, though which food the error
was associated to was randomized. We included the ground truth
of the fat content of plates of food, because the main aim of the
proxy task was to measure whether the user builds correct mental
models of the AI and not to assess the actual nutrition expertise of
the participant.

3.1.2 Procedure.This study was conducted online, using Amazon
Mechanical Turk. Participants were �rst presented with brief in-
formation about the study and an informed consent form. Next,
participants completed the main part of the study, in which they
answered 24 nutrition-related questions, divided into two blocks of
12 questions. They saw inductive explanations in one block and the
deductive explanations in the other. The order of explanations was
randomized across participants. Participants completed mid-study
and end-study questionnaires so that they would provide a separate
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