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Abstract 
The use of creative writing as training data for large language mod-

els (LLMs) is highly contentious and many writers have expressed 
outrage at the use of their work without consent or compensation. 
In this paper, we seek to understand how creative writers reason 
about the real or hypothetical use of their writing as training data. 
We interviewed 33 writers with variation across genre, method 
of publishing, degree of professionalization, and attitudes toward 
and engagement with LLMs. We report on core principles that 
writers express (support of the creative chain, respect for writers 
and writing, and the human element of creativity) and how these 
principles can be at odds with their realistic expectations of the 
world (a lack of control, industry-scale impacts, and interpretation 
of scale). Collectively these fndings demonstrate that writers have 
a nuanced understanding of LLMs and are more concerned with 
power imbalances than the technology itself. 

CCS Concepts 
• Human-centered computing → Empirical studies in HCI; 
HCI theory, concepts and models; • Computing methodolo-
gies → Natural language generation. 

Keywords 
Large language models, natural language generation, creative writ-
ers, creative writing, writing assistants, data collection, training 
data, archival practices, grounded theory. 
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1 Introduction 
As large language models have gained wide-spread usership, so 
have investigations into the text used to train them [10, 17, 27, 
33, 37, 61, 65]. There has been a particularly swift and negative 
response to the use of creative writing, such as novels, memoirs, 
and longform journalistic books, as training data, as the authors 
of this writing express outrage at the use of their work without 
consent or compensation [9]. Such frustration has led to dozens of 
lawsuits against technology companies like OpenAI, Microsoft, and 
Google, alleging that this use of writing goes against U.S. copyright 
law [1]. 

Not everyone agrees that the use of creative writing for training 
data is illegal, or even immoral. In comments to the U.S. copyright 
ofce, The Author’s Alliance, whose mission is to advance the 
interests of authors who write for the public beneft, argues that 
using writing as training data, in the majority of cases, is protected 
by the copyright doctrine of fair use, and that licensing schemes 
for training data are both logistically infeasible and poor policy [6]. 
Other writers have expressed distaste, but not concern, for the use 
of their writing in this new and unexpected way [12]. 

In this work, we focus on understanding the response of cre-
ative writers such as novelists, memoirists, poets, and fan fction 
writers, all of whom engage in book-length writing that has been 
used as LLM training data without their consent. While focusing 
on creative writing may seem niche in the larger world of textual 
data collection, book-length writing has been found experimentally 
to be among the most highly valuable training data for LLMs [63]. 
And, to the best of our knowledge, while there have been a series of 
licensing agreements between technology corporations and news 
publications (e.g., [71]) there is no LLM available that has been 
trained on the consensually collected writing of creative writers. 
Information scholars have argued that web-scale data collection 
practices challenge traditional ethical principles governing the use 
of human subjects data, and that data should be collected and used 
in accordance with data subjects’ perspectives [83], necessitating 
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research into the perspectives of those creating valuable data. Ad-
ditionally, as the web becomes increasingly hostile to scrapers [62] 
and content is locked down by AI companies [7], the need to un-
derstand what motivates—or demotivates—people to participate in 
consensual sharing becomes important to permitting an open web. 

With all this playing out in the public and legal sphere, we see 
a place for researchers to characterize the concerns of creative 
writers. We do not investigate these issues from a legal perspective, 
but rather an ethical and human-centered one, centering the voices 
of creative writers. In this work, we ask: 

• RQ1: How do creative writers reason about the real or hypo-
thetical use of their writing as training data? 

• RQ2: Under what conditions, if any, would they consent to 
their writing being used? 

To answer these questions, we conducted a grounded theory 
investigation by interviewing 33 creative writers. We sought to 
interview a wide variety of authors, in terms of genre, delivery 
method (i.e., method of sharing or publishing their work), degree 
of professionalization, demographics, and engagement with AI in 
their writing practice. We did not presuppose that writers should, 
or should not, want their writing used as training data. Instead, we 
sought to understand how they are reasoning about this issue and 
the concerns that they raise. 

We found that writers reason about the use of their writing 
as training data according to three interconnected principles. 1) 
Writers understand that they learn from and infuence each other 
via the creative chain, and question what role LLMs play in this 
process. 2) Writers desire respect for their work as time-consuming 
labor that requires expertise. 3) Writers note that the human el-
ement of writing, particularly embodiment and emotion, means 
that AI cannot replicate writing processes. 

These principles were often at odds with writers’ realistic expec-
tations of the world they live in. 1) Writers experience a lack of 
control over how their writing is used by technology companies, 
and how LLMs that may be trained on their writing are used more 
generally. 2) Writers struggle to make sense of their contribution to 
LLMs given their interpretation of scale, when any individual’s 
contribution is so small. 3) Writers have both current and predicted 
concerns about how this technology will have industry impacts, 
some of which supersede personal impacts. 

In the discussion, we consider how writing changes when it 
becomes data, and propose a colonial lens to understand paths 
forward. We also discuss the place of LLMs in the creative chain, 
and how they may (or may not) be like libraries. Finally, we outline 
what kind of research might best support writing communities. 

2 Background 
In 2023, the Writer’s Guild of America, representing screenwriters, 
and the Screen Actors Guild, representing television and radio 
artists, went on strike over labor disputes with the Alliance of 
Motion Picture and Television Producers [3, 22]. One of the main 
focus points of both strikes was the use of generative AI. Although 
neither directly involved literary writers, it put concerns about 
the use of AI to displace or devalue artists into the public arena. 
Then, in August, 2023, The Atlantic published a story about the 
use of Books3, a corpus of pirated books, to train LLMs [77]. This 

precipitated outrage from creative writers at the use of their work 
without their consent and without any compensation [9]. At the 
end of 2023, the professional organization The Author’s Guild ran 
a survey with 2,400 of their members, and “found nearly universal 
opposition among authors to their works being used to train AI 
systems without permission” [2]. 

As writers express their discontent, concerns about the legality 
of using published books as training data are being raised. The 
U.S. Copyright ofce started a study in 2023 regarding copyright 
issues raised by AI, including several requests for public comment 
[72]. Dozens of lawsuits against technology corporations were 
fled, disputing the use of published books as training data, for the 
most part due to violations of copyright [1]. Such investigations 
and disputes are ongoing. Legal questions will be resolved by the 
courts, and likely difer across jurisdictions and nations. In our 
work, we seek to uncover not strong legal arguments, but rather 
the humanistic concerns and reasoning of writers. 

3 Related Work 

3.1 AI Writing Assistance 
Computational processes have a long history in creative writing. 
Early explorations include the surrealistic Dadaism movement and 
the French Oulipo group, both of which engaged in algorithmic 
processes for writing. A 2024 review of all kinds of writing as-
sistants found that, in the HCI and NLP research communities, 
papers on writing assistants have been growing dramatically since 
the mid-2010s [56]. Recently, much of this work investigates how 
LLMs, particularly large-scale corporate LLMs like GPT-4, might 
contribute to particular creative writing genres, like playwriting 
[68], storytelling [44], and cartoon-captioning [50], or to particular 
parts of the creative writing process, like character development 
[76], worldbuilding [20], and revision [11]. Such work demonstrates 
the capabilities of LLMs to contribute to creative writing, but does 
little to address why such a system may or may not be adopted by 
writers. Nor does it address the documented negative attitude that 
many creative writers have towards LLMs more generally. 

Another line of research investigates the social and psycholog-
ical issues that AI writing assistance brings forth. For instance, 
research has found that increased amounts of AI generated text 
decreases writers’ sense of ownership [26, 57]. Sense of ownership 
may be modulated by sense of contribution [52], the style of the AI 
generated text [48], and writers’ engagement with AI contributions 
[41]. Taken together, these fndings almost unanimously show that, 
on average, AI-supported writing decreases but does not eliminate 
writer’s feelings of ownership, underscoring the need for a larger 
theory of AI participation in the creative process. 

3.2 Ethical Considerations of Data Usage 
Prior to the current interest in generative AI, researchers investi-
gated the ethics of using social media data in HCI and the com-

putational social sciences. Like LLM training data, social media 
data repurposes people’s data in ways they may not have expected 
and at a scale that challenges traditional principles governing the 
ethical use of data involving human subjects. Informed consent, for 
example, is often infeasible on the scale of social media datasets. 
Instead, information scholars argue that data should be collected 
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and used in accordance with data subjects’ perspectives on the 
acceptable use of their data [29, 40, 83]. 

Research on social media data suggests that data subjects’ level 
of comfort with their data’s use depends on contextual factors such 
as the sensitivity of the data, who the researchers are, or what the 
purpose of the data analysis is [29, 35, 36, 40]. For example, Klassen 
et al. (2022) investigate the ethics of research on Twitter data posted 
by Black people, fnding that several participants expressed that 
White people doing research on specifcally Black Twitter seemed 
colonizing, whereas the study of Black Twitter was not inherently 
problematic on its own. These fndings suggest that writers may 
also be concerned about the intentions of the people collecting 
training data and training LLMs, as opposed to being against the 
use of their work as training data in all cases. 

Recently, work across a variety of Computer Science subdisci-
plines has considered the ethical implications of existing training 
datasets for language models. Research has found that training 
datasets for popular, commercial models contains copyrighted ma-

terial [10, 17], contains potentially problematic content such as 
toxic or pornographic content [10, 33], and has a skewed religious 
representation [10]. Others have investigated the representation of 
text from and about minoritized individuals in pretraining datasets 
[27, 37, 74], fnding skewed representation of minoritized groups 
in these datasets. Researchers have argued that skewed represen-
tation in an LLM training dataset may result in disproportionate 
harm to minoritized groups if these models are used in high stakes 
contexts [37, 74]. However, little academic work has investigated 
how textual data creators themselves feel and reason about the use 
of their writing as training data. 

Just as writers are grappling with the use of their writing as 
training data, visual artists too are expressing concern, distaste, and 
often outrage at the use of visual art as training data for generative 
AI, specifcally text-to-image models [46]. Artists have launched a 
number of their own lawsuits against technology companies [1], 
often analogous to those from the writing community. Research 
has articulated diferent kinds of harm AI art is creating for artists, 
including direct economic harms as well as chilling efects (that is, 
generative AI is discouraging artists from sharing their work online, 
making it harder for artists to fnd their audience) [46]. Lovato et al. 
(2024), in a survey of over 400 visual artists, found that a majority 
of artists believe training data for generative models should be 
disclosed and express concerns about the impact of AI on their 
industry [64]. We see this work as a primer for our own, as creative 
writers may or may not reason about generative AI in the same way 
as visual artists, and individual and industry impacts may difer. 

3.3 Addressing Concerns about Data Usage 
Technical research attempts to address artists’ concerns about train-
ing data. To address concerns that generative AI may plagiarize pre-
training data contributors, researchers have proposed approaches 
to minimize model memorization [15, 19, 43, 49, 55, 84] and style 
mimicry [59, 79, 82]. Another line of work attempts to protect the 
IP of writers or programmers by watermarking text [53, 75, 85] 
and attributing generated content to specifc training data [23, 39]. 
To enable individuals to opt out of training data, researchers pro-
pose methods for unlearning [18, 45] and modular language model 

architectures [38, 58, 67]. Such work presents potential technical 
solutions, but does not answer questions about whose work should 
be protected and under what contexts. 

Several researchers have applied learnings from the library sci-
ences about how to collect and archive data to machine learning 
contexts. Jo and Gebru (2020) outline fve important aspects of data 
collection from archival and library sciences, and how they may 
be applied in the machine learning setting, such as actively col-
lecting underrepresented data and allowing participants to denote 
sensitivity and access levels for their data. Relatedly, Desai et al. 
(2024) take an archival perspective on pretraining data explicitly, 
arguing that “to the extent that people use LLMs as interfaces into 
history and culture, the selection of data shapes and constrains that 
experience” just as archival collections do. While some advocate 
for more attention and care to be put into data collection [32], it 
has been documented that incentivizing data work is difcult in 
research and industry communities [34, 78]. 

4 Methodology 
We engaged writers through hour-long interviews which were pri-
marily conducted virtually. One of the authors conducted about 
two thirds of the interviews; another conducted the other third of 
interviews. Interviews were automatically transcribed, and then lis-
tened to by one author in order to clean up errors in the transcript. 
This meant that at least two authors listened, in full, to each inter-
view (the original conductor of the interview, and the person who 
cleaned the transcript). Additionally, interview transcripts were 
often read in whole by a third author. The frst four authors par-
ticipated in the coding, and all authors participated in discussions 
about the codes. 

4.1 Procedure and Analysis 
We employed Grounded Theory to conduct the interviews and 
analyze the data. Because the details of how Grounded Theory is 
employed can vary depending on school of thought [70], rather than 
describing our approach as belonging to a certain lineage we instead 
detail our procedure. We began coding and theorizing about the 
interviews shortly after we began conducting them, which allowed 
us to constantly compare our theories with incoming interviews 
and update our interview guideline as the study progressed. Our 
initial interview guideline was based on concerns we had heard 
writers bring up in a variety of domains: as reported in the news, 
as noted in ongoing lawsuits, as represented by professional or-
ganizations such as the Author’s Guild and the Author’s Alliance, 
and as mentioned to us by writers we knew in our professional and 
personal networks. Although traditional Grounded Theory eschews 
existing literature, our research intended to directly investigate a 
growing issue. Therefore, we could not approach the data with 
“an empty head.” Instead, we approached it with “an open mind” 
and indeed found that writers’ reasoning and concerns about these 
issues did not always match the way they were represented by the 
news, lawsuits, or professional organizations. 

The interview guideline was, thus, updated as emergent themes 
developed through coding. For instance, our initial guideline did not 
include questions about the nature of the institution collecting the 
training data (for proft, non-proft, research, etc.). However, early 
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on in the interviews it was clear that some writers cared a great 
deal about the type of institution, and so we updated our guideline 
to explicitly ask about this in subsequent interviews. Ultimately 
our guideline was updated fve times, and the fnal guideline can 
be found in Appendix B. 

Initially we employed open coding, but found that our inter-
views covered a lot of ground and open coding was, in fact, too 
open. Drawing on the approach of Deterding and Waters (2021), 
we then performed “index coding”, where we coded interviews 
based on the themes that were explicitly asked about in the inter-
view guideline. Our developing interview guideline acted as the 
frst set of codes. Then, individual index codes—such as attitude 
towards compensation, or concerns about reproduction of writing 
style—were collated and open coding was done within a single 
index code. This more narrow open coding allowed us to deeply 
investigate specifc writerly concerns. 

Then, axial and selective coding was done on all codes that came 
out of the open coding performed on each index code. This allowed 
us to see emergent and general themes that were occurring across 
the concerns that writers were bringing up. With these new, general 
codes, we performed a fnal round of coding in which all excerpts 
were re-coded with the general codes to both test their performance 
on the data, and to note any data that did not ft into this framework. 
These codes are what are reported as our results. 

4.2 Recruitment 
Writers were recruited in a variety of ways: through our profes-
sional and personal networks, through cold emailing writers from 
specifc categories (e.g., romance novelists), through posting on 
writer forums (e.g., forums for writers that use AI in their writing 
practice), and through snowball sampling where we asked intervie-
wees to suggest other writers to interview. All writers were from 
North America. 

We initially wanted to recruit writers from a variety of genres 
(fction, nonfction, poetry, and fan fction) and who publish in a 
variety of methods (big 5 publishing, independent publishing, self-
publishing for proft, and self-publishing for free). Throughout the 
study we added three more types of variation we wanted to seek out: 
level of professionalization (majority of income comes from creative 
writing, majority of income comes from other writing-intensive 
profession, majority of income does not come from writing), self-
described demographic information (race, gender, sexuality, and 
religion), and engagement with AI in writing practice (none, has 
tried it out, regular use in creative composition, and regular use 
for paratext e.g., marketing materials). Therefore, we engaged in 
theoretical sampling where we recruited participants based partially 
on what was coming up during our analysis. Note that we did 
not explicitly ask for demographic information (e.g., sexuality); 
instead a writer might’ve brought up self-described demographic 
information as being relevant to our questions, for instance noting 
a lack of writers like them being represented in training data. In 
Appendix A we give detailed accounts of the distribution of writers. 

Although we did not recruit for this specifcally, we found that 
our participants had a wide range of views on language models 
more generally. Some considered the technology to have no positive 
applications, others considered it to be neutral, and still others 

thought it had pro-social applications, even if they were against 
the current way in which it was created or used. 

4.3 Ethics Board Approval, Privacy, and 
Anonymity 

This study was approved by the relevant ethics review board. In-
terviewees were anonymized, both by the removal of their names 
as associated with coded excerpts, as well as by removing or alter-
ing any details that may be identifying, for instance a description 
of their published work. Finally, although video and audio were 
recorded, only anonymized transcripts were retained, with video 
and audio recordings deleted within one year of the completion of 
the study. 

4.4 Positionality Statement 
All of the authors of this paper are based in North America, and all 
of our interviewees were similarly based in North America—either 
the USA or Canada. Although training data for LLMs can come 
from across the world, there is some evidence that most of it is 
written by those in North America [27, 38]. However, we note that 
the cultural context of North American writers may be diferent to 
those from other parts of the world. 

The research team contained researchers from Computer Science, 
Information Science, Sociology, Rhetoric and Composition, and Law. 
In addition, several members of the research team have their own 
creative writing practice. 

5 Findings 
All our codes can be found in Table 1. First, we report on the princi-
ples that are the foundation for how writers think about writing in 
general, and that they use to reason about the use of their writing in 
this new context. Second, we report on their realistic expectations 
about how the world works. Here, we see writers’ principles can 
sometimes, but not always, clash against what they think is possible 
in the world they live in. 

We note that there are a variety of ideas that thread throughout 
multiple codes. For instance, a major discussion point was if and 
how compensation may work. This idea comes up under the code 
respect (where compensation is often seen as a mechanism of 
showing respect) as well as under the code interpretation of 
scale (where writers reason about how much compensation could 
reasonably be expected) and lack of control (where writers note 
that it may be impossible to control how their writing is used, 
negating the possibility for fair compensation). Our codes outline 
how writers are reasoning about these issues, rather than presenting 
a list of concerns. 

5.1 Principles 
5.1.1 The Creative Chain. Participants often compared making 
their writing accessible to train a language model to their principles 
and expectations around making their writing accessible in other 
contexts. In general, participants recognize that reading, imitating, 
referencing and transforming other writing is essential both to 
learning to write and writing itself. In turn, many participants 
described a responsibility to support education and the production 
of art by making their writing accessible and taking a permissive 
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Table 1: Overview of the codes that emerged from our grounded theory analysis. 

Principles 

The Creative Chain “It’s just being a link in the creative chain. I made something. Somebody else saw that, 
and they got a spark of an idea to do something else, and they want to build of of it. We’re 
all building of of each other constantly.” (P20) 

Respect "I think it just comes again to respecting the works and respecting the people. Because I 
think that’s probably my main issue with a lot of AI stuf is just the complete lack of 
respect for the works that they have been using to proft of." (P18) 

The Human Element "Honestly, I think a lot of the reason that people like reading other people’s stuf is 
because there’s the human element there. You’re looking at one guy’s perspective of an 
insane situation ... It’s the project of one person’s mind.” (P13) 

Realistic Expectations 

Lack of Control "One of the things that we’re all really feeling right now is a lack of any options in this. 
When I found out that my work was in Books3 I emailed my agent right away. And I was 
like, I know there’s like nothing you can do, I just want you to know that this is a thing, 
and that I don’t like it." (P20) 

Industry Impacts "We could easily be putting artists out of work. And what does that mean for them as 
artists and humans, [who need] to put food on their table, but also like, what does that 
mean for culture and society?" (P9) 

Interpretation of Scale "Cause I’m trying to think, okay, upsides and downsides. It’s hard to pinpoint one, because 
again, I’m a little drop of water in a huge ocean. I don’t have a distinct style, so I don’t... I 
don’t really know." (P24) 

stance towards work that references theirs. As P12 (professional 
novelist) put it, “I think that being very rigid around intellectual 
property, and the defense of ideas. . . turns into an awful scenario that 
I don’t really believe in, because I believe that all art inspires other art, 
and I love that basic premise.” P20 (professional novelist) described 
this as “being a link in the creative chain”: “We’re all building of 
of each other constantly, you know. My work is just the product of 
everything I’ve absorbed through my life. . . nothing makes me happier 
than seeing people make other things with my work.” 

Making information free and accessible for others to learn from 
was an essential principle for several participants. Because of this, 
some writers felt ambivalent or positive about their writing being 
used to train language models, despite other concerns they might 
have (P5, P17, P24, P25,P27, P30). 

Expectations of control in the creative chain: What is 
the project I am a part of? In contrast to other creative projects a 
writer might contribute their work to, some participants expressed 
that the overall goal of language models was unclear to them, and 
it was therefore difcult to assess what it meant to contribute their 
writing. P3 (poet and essayist) noted that “it feels similar to what I 
imagine an artist who’s being curated might feel: . . . they would want 
to know about the content or subject, or the nature of the thing that 
they’re being curated into." Understanding the goal of the project 

was important for P14 (poet), who said, “If I knew the end result or 
kind of, Here’s why we’re interested in your stuf, I would be much 
more interested in opting in.” 

Disagreements about the artistic potential of language 
models. Participants disagreed about whether contributing to train-
ing datasets could yield benefts such as supporting the production 
of worthwhile art, helping others to express themselves, or sup-
porting education. Several participants had trouble imagining the 
artistic potential of language models because they did not like the 
style of generated text (P21, P25), found it “generic” (P6, P13, P24), 
or had concerns about the political biases of these models (P18, 
P21). Many others expressed doubts about the creative potential 
of LLMs, both because they view LLMs as “regurgitation” (P18, fan 
fction writer) of other work rather than creating new ideas, and 
because of the fundamental role of humanity in creativity. (See the 
human element 5.1.3.) 

On the other hand, several writers reported regularly using LLMs 
in their creative process (P1, P8, P15, P28), or cited literary work 
that used language models that they liked (P4, P12, P15, P22). Many 
others saw the value in using LLMs “as a tool” (P2) for creative 
expression, imagining that LLMs might help writers generate initial 
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ideas (P18, P27), provide writers with feedback or analytic sum-

maries during the writing process (P3, P5, P16, P27), or help writers 
move past writer’s block (P3, P13, P15, P18, P29). 

Representation and nourishing the future of technology. 
In addition to supporting the production of art, writers identifed 
other positive, meaningful aspects of contributing their writing to 
training data. Some writers expressed excitement about the idea 
of “contribut[ing] to the future” (P28, poet) or “nourish[ing]” (P15, 
novelist and journalist) language models with literary writing (also 
P1, P26). As P11, a professional novelist who had never used an 
LLM, explained, “I’ve had an infuence on the way this machine 
thinks, which is incredible. I mean, it’s probably that’s my place in 
history more than any encyclopedia entry, you know.” 

Some writers with racial identities that are under-represented 
both in language model outputs and in the literary world more 
broadly were enthusiastic about contributing their data (P23, P27), 
as “there needs to be more diversity in some of these models” (P27). 

Decontextualization: being included could misrepresent 
or reify a writer’s style, work, and identity. Some partic-
ipants expressed concerns about how contributing to language 
models had the potential to decontextualize their work. For P24 
(novelist), decontextualization is a threat to their artistic evolution 
and identity: “I don’t want my past books to be training. . . because I 
want to always evolve and become a better writer, and I feel like that 
would leave me stuck in that same voice or ability.” P32 (professional 
essayist and novelist) also expressed concerns about decontextual-
ization, as they thought through what would come up if someone 
prompted a model trained on writing they wrote throughout their 
gender transitions. They were comfortable with someone reading 
their old work online, where it would be accompanied by contex-
tual information like when it was written ("I trust readers, I think 
readers are really smart"); in an LLM, they feared it could instead 
be weaponized against their community. 

For P19, the way language models racially decontextualize their 
training data was a big concern: 

Specifcally as a Black writer, Black scholar, Black cul-
tural worker and artist, if these models are being trained 
to give an output and the way that the ingesting hap-
pens is taking from a lot of diferent places, I think it 
supports this idea that ... we can sort of move towards a 
universal—either multiracial or deracialized—art. And 
then that, of course, is going to support people in posi-
tions of power, specifcally white people. (P19) 

Expectations of respect and humanity in the creative 
chain. Participants made analogies between contributing their 
writing to language model training datasets and various ways their 
work does or could relate to other creative projects: it is like some-

one turning your book into a movie or play (P3, P12, P20), it is like 
having your style mimicked by your student or competition (P6, 
P7, P31), it is like having your words appear uncredited in someone 
else’s work (P12, P13, P17, P18, P29, P31), it is like someone writing 
fanfction about your novel (P1, P18, P20), it is like being curated 
into someone’s art show (P3). Participants described how these dif-
ferent scenarios present diferent risks to their careers, reputations, 
and sense of creative control. As such, in each of these scenarios, 
participants described how they expect to receive respect through 

some combination of credit, compensation, creative control, or 
at least the sense that a human being who admires their writing 
engaged with it, expressing a shared value of creative writing. 

5.1.2 Respect. While writers understood that by publishing their 
work they are allowing others to use that work in perhaps unex-
pected ways, they also felt that the use of their work as training 
data indicated a lack of respect both for writing as an endeavor and 
writers as people. Although writers did not express that all uses of 
their writing require consent—for instance, as in the section above 
about the creative chain, they expect that others will learn from 
their work or perhaps even try to mimic it—the use of their writing 
as training data felt diferent. P6, a professional romance novelist, 
said that the use of their writing for AI may be more like signing 
away their foreign subrights, which would require consent and be 
part of contract negotiations when publishing. 

Mechanisms of respect: compensation is key for profes-
sionalized writers. The idea that writers wanted respect was 
very much tied to the mechanisms in which respect can be shown. 
The mechanisms that writers desired was a function of many things: 
their degree of professionalization, the type of writing they worked 
on, their sense of precarity in the labor market, and their percep-
tion of the organizations that were or could be using their writing. 
Primarily, writers wanted respect for writing as a laborious act on 
its own—to write a book takes time, efort, and expertise. As P9 
(professional romance novelist) put it, 

The biggest myth about creators, artists, writers, you 
know, name the person who creates art or entertainment 
in the world, is that we do it for the muse. Like, I live in 
this house, and I have to pay a bill every month to pay 
for this house, you know, I have to put food on my table 
and clothe my children and myself. Like this is my job... 
We should pay people for their work, right? (P9) 

The people we talked to who were professional writers—who 
earned the majority of the income from their creative writing 
practice—were most likely to cite compensation as the main mech-

anism of respect they would expect. For instance, P8, a professional 
freelance writer, noted that, “And I say this as a, you know, a very pro 
AI person who thinks it’s the next creative way. But content producers 
actually need to be compensated on some level.” P11 (professional 
journalist and novelist) made the comparison with other kinds of 
expertise: “If NASA wanted my expertise to hire me to help in the 
space program they would actually have to pay me quite a lot of 
money, and they would do so.” However, technology companies 
were not treating writers as if they brought any kind of expertise 
or as if their labor was valuable. 

Power differentials modulate desire for compensation. 
Writers were also quick to point out the large power diferential 
between the corporations creating these models and the writers 
trying to earn a living. For instance, P7 (professional journalist) 
explains that, “The tech companies are making money hand over 
fst, and I feel like they can compensate people.” Professional writers 
were likely to say they would require compensation regardless of 
whether or not the model creator was making money, but many 
writers did make a distinction between organizations they perceived 
could aford to compensate writers, and non-proft organizations or 
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applications. We return to the idea of who can aford to compensate 
writers in the realistic expectations section. 

Different kinds of writing reqire different kinds of 
respect. Writers discussed genre distinctions in terms of the level 
of labor involved. P9, a professional romance novelist, talked about 
the use of certain kinds of books feeling particularly disturbing, “like 
Pulitzer Prize-winning work that’s happening in nonfction,” which 
represents decades of research then being taken without consent 
or compensation and made “part of the churn.” In this case, writers 
wanted respect for time-consuming labor that writing represents. 

Other writers noted that the use of certain kinds of writing 
felt more disrespectful than others because of the contents of the 
writing, rather than the labor taken to produce it. P4 (fan fction 
writer and poet) talked about some writing being “deeply personal” 
and being “disturbed by the lack of care” that is shown by the act 
of putting such work into a language model. P32, in discussing 
a colleague who had written a nonfction book which included 
accounts of assault, noted that their feelings and words about the 
person who assaulted them now lives on in the predictive models 
trained on that book, saying, "There is an aspect of that that is like 
literal haunting." Here, respect was not about compensation but 
about understanding the sensitive nature of some kinds of writing. 

How to value writing. Writers discussed how they might 
consider whether or not to contribute certain works of theirs, which 
led them to express how diferent kinds of writing may be valued 
diferently. P14 (poet and translator) said that if they were asked for 
consent, “there are things that I would probably hold back in order 
to wait until I’ve gotten the value out of them and then at that point 
I wouldn’t worry about it as much.” Similarly P13 (fan fction and 
science fction writer) noted that they used to post a lot more of 
their ideas on social media before they started winning awards for 
their stories; now, they consider their ideas to be more valuable 
and are more hesitant about sharing them publicly. Other writers 
noted that older writing is often less valuable, either, as P14 noted, 
because they have already gotten value out of it, or because older 
writing is worse—they have become a better writer and therefore 
value their more recent writing more (P7, journalist and novelist). 

The desire for respect was very much about respecting the hu-
manity of the person who created the work. (As P32 noted, everyone 
deserves respect.) Implicitly, writers were often complaining that 
the use of writing as training data without consent or compensation 
indicated a lack of recognition that people had created the writing. 
When text can be scraped from the web, it is easy to forget how 
that text was created, or to recognize the text as more than “just” 
data. This led writers to articulate what they consider special about 
their writing compared to other kinds of writing, including text 
that may be generated by computers, which we report on next. 

5.1.3 The Human Element. Large language models generate 
text because they are designed to respond efciently and accurately 
to a prompt via token prediction. If a human writer gave this as a 
reason for why they write, they would be, as Shannon Vallor notes, 
“doing it wrong” [81]. The writers we spoke with saw their writing 
as fundamentally diferent from the writing produced by LLMs, 
because of their humanity and readerships that similarly value and 
respect their humanity through their writing. With this principle, 
we aim to roughly capture how and why writers distinguish their 

writing from the text generated by LLMs. Creative writers have 
many reasons for why they write, but notably, none of them are 
about efciency or prediction. Instead, some of the many reasons 
cited include: creating art (P15, P18, P25), making a living (P8, P9), 
processing and sharing emotion (P10, P16), expressing one’s expe-
riential, embodied subjectivity (P5, P19, P27), and improving one’s 
thinking on and understanding of culture, place, society, and one-
self (P13, P14, P29). Underlying each of these reasons are three key 
sub-principles: 1) that writing is a fundamentally human activity 
distinct from the text generation of LLMs, 2) that the humanity 
of writing is valuable to both writers and readers, and 3) that the 
‘readership’ for a training dataset is not the same human audience 
that writers wish to reach. 

Writing and text-generation are not the same. The pars-
ing and production of text is often enough to garner comparisons 
between creative writing and text generated by LLMs. However, 
many writers point out that this is a false equivalence. Motivations 
and methods for each difer dramatically. 

Many writers see the text generation of LLMs as an attempt to 
mimic human writing, and, in many cases, an author’s unique style 
or voice. This is tied to discussions of the creative chain (subsub-
section 5.1.1) and writers view the training of LLMs on a particular 
writer’s voice as impoverished and decontextualized. When they 
read writing that inspires them, writers appreciate, contextualize, 
question, compare, and transform a text within their own social, 
embodied, and emotional contexts, something mass aggregates of 
textual data cannot do. P6 (professional /novelist) contrasts these 
processes: “My absolute favorite book was instrumental in the way 
that I wrote the favorite of all of the books I’ve written. But it’s still 
coming through me. Whereas, I feel like ChatGPT would end up poorly 
mimicking me, as opposed to being something that came from someone 
else, but was formed by their appreciation for me.” 

Several writers express that what LLMs do when they generate 
text in an existing author’s voice is like a “cheat code” for writing 
and that a person’s experience and perspective enable real writing 
to happen. P17 says: 

Write your own goddamn book. Like, you gotta go 
through it. That said, my writing’s very personal, it’s 
very autobiographical. So, no one’s gonna write my 
book, I get that. But it does feel kinda like a cheat code, 
you know? Like, I shouldn’t be able to go in and [ask a 
model], ‘Hey, rewrite this scene in the voice of Cormac 
Mccarthy.’ Cormac spent his whole life doing that, so 
why should I be able to just rip it of? (P17) 

Implicit in these distinctions is an understanding that LLMs do 
not have authorial intent, which is central to writing as a human 
activity. That LLMs do not have authorial intent when generating 
text is viewed as an asset to those writers choosing to use them in 
creative ways. P31, who has used LLMs in their creative practice, 
notes this explicitly, while problematizing how LLMs are colloqui-
ally talked about as “collaborators” in some contexts. They say: 

I’m troubled by the idea that it’s a collaboration or a co-
writer. I don’t think like that when I’m doing it. That’s 
attributing maybe a bit too much power or agency to 
it. I don’t ascribe [a] pseudo sentience to it or anything 
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like that. . . . There’s no will on the other side to make 
something. (P31) 

This is a positive thing for all of the writers we spoke with who 
use LLMs creatively. Because the writer has human agency and the 
LLM does not, writers maintain both control and uphold the value 
of humanity in the creative process. 

Writing’s humanity makes it valuable. Almost all of the 
writers we spoke with expressed some variation on the idea that 
at least part of the value of writing comes from the fact that it 
was written by a person, to be read by another person. Writers 
consistently ofered things that readers value in writing—a unique 
style, voice, or perspective, authenticity, and humanity chief among 
them. What writers think readers of creative writing value is not 
easily replicable by LLMs. “I write poetry as a reason to connect with 
other people,” P16 says. P13 remarks: “Honestly, I think a lot of the 
reason that people like reading other people’s stuf is because there’s 
the human element there. You’re looking at one guy’s perspective of 
an insane situation ... It’s the project of one person’s mind.” 

Writers who use LLMs as part of their creative processes also see 
distinct diferences between the motivations and methods of writers 
and LLMs. Some of these writers use the ‘mimicry’ that LLMs enact 
as valuable parts of their process. P25 describes how they use the 
mimicry of LLMs in their work positively, after inputting their 
writing as source material into an LLM: 

I want the machine to start telling me things that I 
haven’t [thought about], like a little thing for me to 
come up with a better question. Once I come up with 
a better question, not for the machine but for myself, 
then I either go and look it up or I’m like, ‘Great, now 
I’m gonna go think about it.’ (P25) 

The audience for a training dataset of creative work is 
not the audience that writers want or imagine. Undergirding 
our conversations with writers was the understanding that the 
imagined or intended audience for a writer’s work is other people, 
not a dataset using writing to train an LLM. Every direct mention of 
the words ‘audience’ or ‘reader’ in our interviews was in reference 
to an explicitly human audience. At least one of these two terms 
was mentioned in all of the interviews we conducted. 

In light of the strong connection between humanity and writers’ 
conceptions of audience, writers were left to conjecture about who 
the ‘audience’ of training data really was. Algorithms, corporations, 
and users of LLMs were all variously foated as ideas of what might 
constitute the readership for training datasets. P26 wants to share 
their work with people, but is “not ready to put [even] a little piece 
of it into the algorithm.” The scale and combinatory nature of train-
ing datasets provoked skepticism and sometimes fear around this 
imagined ‘readership,’ quite unlike the readerships writers imagine 
for themselves. 

5.2 Realistic Expectations 
5.2.1 Lack of Control. 

One of the things that we’re all really feeling right now 
is a lack of any options in this. When I found out that 
my work was in Books3 I emailed my agent right away. 
And I was like, I know there’s like nothing you can do, 
I just want you to know that this is a thing, and that 

I don’t like it. And if there are any conversations on 
the publisher side, on the agency side, anything where I 
can add my voice to that, anything we can take action 
with, I want to do that. Then he wrote back and he said, 
I know, I’ve had this same email dozens of times this 
week. Everyone hates this, nobody wants their work 
being used like this, but we have no way to opt out. 
There is no legal recourse for it. (P20) 

All writers emphasized the lack of control they had in this situ-
ation. Lack of control over what is done with their writing more 
generally, as well as lack of infuence over or trust in how tech-
nology corporations might make use of their work. While writers 
acknowledged that the use of their writing in unexpected ways is, in 
fact, an expected part of publishing—i.e., being part of the creative 
chain—they also expressed that certain use cases are regulated. 

Certain uses of writing are restricted and there are 
avenues for recourse. Writers often sign contracts that outline 
a publisher’s right to republish a book in a foreign country, or 
create a movie adaption, indicating that writers do have control 
over a variety of use cases of their writing. For instance, P11 (a 
professional novelist and journalist) said, “There are lots of sources 
of pirated books on the Internet, but they’re illegal, and we try to shut 
them down. If ever I fnd a free copy of my book circulated somewhere, 
I’ll ask my publisher to send a cease and desist letter, and it usually 
gets taken down.” 

Currently, the use of writing as training data for LLMs is both 
outside of writers’ control and they lack any recourse when their 
writing is used in this way against their wishes. Writers understood 
that this lack of recourse had several sources. In addition to their 
lack of control, writers agreed that, even if such use was restricted, 
it is difcult, if not impossible, to stop models from being trained 
or remove models that already exist (P2, P6, P12, P32). 

It is difficult to understand how to restrict only cer-
tain use cases of LLMs. Writers did not always disagree with 
the creation of language models per se, and instead had concerns 
only about certain use cases. But many writers noted that it seems 
impossible to prevent certain use cases. For instance, P24 (a fantasy 
novelist) would consider consenting to the use of their writing if 
they could ensure that the model would not be used to compete 
with them, but felt “like that would be an impossible ask. People are 
just gonna lie and go ‘No, I’m not writing a novel.’” Others noted 
that while it may be possible to audit big companies, “there are all 
these people putting out small models, anyone can do this now, and 
it almost feels impossible to rein in” (P2, a writer experienced with 
LLMs). 

Several writers said that they would be happy for their writing to 
contribute to prosocial models, for instance models that supported 
literacy eforts or were specifcally designed to help people without 
access to other forms of education. Yet, they noted that they have 
no control over who makes the models or what they are used for. 
In this way, they called upon the idea that they were not being 
involved in model making, which is one of the ways writers wished 
to be given respect for their work and their expertise. 

Distrust in technology companies furthers the belief 
that restriction is impossible. Others noted that they didn’t trust 
that even if they were promised that certain use cases could and 
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would be restricted, that those promises would be upheld. “The way 
that it’s been working so far is that people take stuf, and then later 
we’ll be like, Oh, my God, I’m so sorry! It’s too fucking late, it already 
happened” (P13). One writer articulated how their understanding 
of the actions of technology companies in the past infuences their 
expectations with this particular issue: 

This is what tech companies have always done. Uber 
is like, we’re just gonna make these cars. And we’ll see 
if cities can catch up with us. Or Google Maps when 
they’re like, we’re just gonna photograph everybody’s 
house. And then we’ll see if anyone gets mad. I think 
that’s totally what AI writing software is doing. They’re 
waiting to see what people are gonna do. (P12) 

Finally, writers acknowledged the difculty of predicting future 
use cases. As technology changes, it can be hard to know what you 
might be agreeing to in the moment. Some established professional 
novelists were especially concerned about those at the start of their 
careers—established writers were concerned about up-and-coming 
authors (P9, P12, P20) and writers we interviewed who were at 
the start of their careers noted their particular predicament (P13). 
As an early stage writer, one has less power to negotiate certain 
terms out of their contract and may end up agreeing to terms that, 
years down the line, perhaps when the writer is more famous, are 
unexpected, unprecedented, and ultimately undesirable. 

5.2.2 Industry Impacts. Though public discourse about the im-

pact of language models on the creative writing industry often 
takes place in the future, writers described present day impacts 
of language models on their careers and felds. P12 described the 
strain language models have placed on literary editors, who “spend 
hours every week” sifting through large amounts of “junk pitches 
and generated stories.” P12 recalled how this infux of generated 
work led one prominent literary magazine (Clarkesworld) to “close 
submissions entirely,” which “really hurts people who are just getting 
started, people who already have this narrowing slate of options where 
they can submit their work.” Other writers expressed similar con-
cern over the impacts of language models on new writers getting 
started in the industry (P9). 

Writers with academic teaching positions described confronting 
the impacts of language models on creative writing education. 
These writers explained how their creative writing careers and 
teaching careers are inextricable, either because they are hired to 
teach because of their creative writing careers, or because they 
see teaching as part of their creative practice. These writers note 
that even if they are morally against LLMs, for instance because 
of the energy used to train and use them, they must deal with this 
technology in their classrooms (P12, P14, P16, P18, P32). 

Some writers also described positive impacts of language models 
and AI on their careers. Self-published authors described using 
language models and other forms of generative AI to help with 
the work a traditional publisher might do, like creating a cover 
or producing marketing materials for their work (P24, P27). P31, 
who makes use of language models in their work, described how 
their career has benefted from advances in LLMs and the resulting 
increase in public interest in AI. 

Predicted future impacts. By and large, most participants 
found that in their current state, language models are not direct 

competition for writers as they do not produce sufciently sophis-
ticated, high quality writing. When speculating about how future 
advanced versions of language models might impact their careers 
and industries, many writers imagined competing with a language 
model that had been trained to mimic their writing. Other writers 
speculated more broadly about how language models might com-

pete with or displace writers, i.e., "an AI that writes better novels 
than humans" (P12, professional novelist). 

Writers expressed diferent perspectives about whether or not 
these potential futures were a threat to the creative writing industry 
in general and their careers in particular. P6, a romance novelist who 
makes her living by selling her novels, fnds these futures imminent 
and threatening to her livelihood: “I asked [my fnance guy] how 
fast we could move up my retirement...I think the day is going to come 
when it’s harder for me to make a living, because so many people 
can do exactly what I do.” Other commercially successful writers 
speculated that because their readers are interested in their specifc 
style or voice, they “have very little to worry about” (P9). As P11 put 
it, “I really don’t see why anyone would look to buy an AI generated 
book by [P11] when mine are readily available.” 

Several authors expressed a lack of concern about the commercial 
or monetary impact of LLMs on creative writing, because of the 
value readers place on the humanity behind a creative work. P10 
emphasizes the elisions and false equivalencies drawn between 
writing and text generation in their response, underscoring the 
value of writing as a distinctly human enterprise. 

I don’t think [LLMs are] particularly useful for the cre-
ative industry. I mean, I could see them being useful for, 
like, ... discovering a new kind of a new antibiotic or 
something like that... But, human expression? I guess I 
think of poetry or fction as a deeply human activity. 
And it sort of bafes me why people would want to read 
what has been historically a human activity that has 
been produced by a machine. (P10, poet and essayist) 

Because of the importance of a human perspective in creative 
writing, some writers do not believe that language models could 
ever “evolve to where . . . [it can] come up with new stories that are 
relevant to the current readership” (P24). P11 imagined that while 
people would be interested in, for example, seeing the frst movie 
with an AI-generated script, the novelty would soon wear of, and 
LLMs would just become “part of our toolkit to make good art”. 

Backdrop of a changing industry. Some writers acknowl-
edged that their resistance to contribute to training datasets was 
“compounded by a sense of precarity” in the creative writing industry 
(P3, poet). P20 (professional science fction novelist) noted that “it’s 
a really difcult time for people in our profession and for creative 
industries in general. The job market is constantly shrinking.” 

Some writers expressed protectiveness towards the creative in-
dustry, citing the value of humanity intrinsic to creative work. The 
questions these writers were asking were existential, implying that 
the existence of AI-generated art and literature is forcing us to 
ask, ‘What kind of world do we want to live in?’ P9 (professional 
romance novelist) notes: 

We could easily be putting artists out of work. And what 
does that mean for them as artists and humans, [who 
need] to put food on their table, but also like, what does 
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that mean for culture and society? The argument from 
the AI side is, ‘Well, this is culture and society too. This 
is just advancement.’ But, as an artist, I’m always going 
to say humans make art because it’s about feelings. (P9) 

P13, along with several other writers we spoke with, wants to 
live in a world where people can make a living as writers: “I don’t 
think it’s good to make it cheaper to make art for the fact that people 
need to be employed and I would prefer to be employed as a writer 
than as a lawyer.” 

Others expressed that since they did not expect commercial 
success as a creative writer, they felt “ambivalent” (P14) about the 
impacts of language models on their careers. As P14 put it, “You 
know, I’ve made $20 on poetry over the course of my life. So. It’s not, 
yeah, I’m not on [the commercial] side of [writing] or interested in 
that.” P30 similarly agreed that for poets, “the stakes are diferent”: 
“as a poetry MFA student . . . we’re not doing it for the career prospects.” 

5.2.3 Interpretation of Scale. The amount of training data used 
to train large language models is hard to comprehend, and often, 
in fact, opaque to those outside of the corporation that trained 
the model. To briefy contextualize this section, we point out that 
GPT-3 was trained on 700GB of text [13], and newer models are 
trained on signifcantly more, such as Llama 3 which was trained 
on over 15TB of data [60]. If we assume the average book contains 
about 100,000 words, then a single book would be the equivalent of 
0.1MB, or 0.0000001% of the training data of GPT-3. Such magnitude 
is difcult to reason about; as P24 said, "Cause I’m trying to think, 
okay, upsides and downsides. It’s hard to pinpoint one, because again, 
I’m a little drop of water in a huge ocean." 

Compensation is hard to determine and likely to be in-
significant given the scale of LLMs. While most writers ob-
jected to their data being collected by corporations, they simultane-

ously had difculty comprehending how to value their contribution 
when considering the scale of training data used. Some noted that 
their style was not distinct enough to be noticeable in any outputs 
or to signifcantly change the model (P2, P24). P10 (poet and es-
sayist) described this as, “It’s hard for me to trace how money being 
made is based on the training data.” Others felt it was hard to feel 
personally slighted when their contribution is so very small (P29, 
fan fction writer). Still others were unsure exactly how compensa-

tion would even work: “It’s not like a Spotify thing where you can be 
like, Okay, they listen to this track, or they read this chapter” (P17). 

Despite many writers wanting compensation for the use of their 
work, they acknowledged that such compensation is likely to be 
small given the amount of data needed to train LLMs. P15, who has 
worked with LLMs in their creative practice, refecting that they 
may be one of one million authors, noted that “I don’t actually think 
that the companies who have created these models owe me a large 
amount of money” even if the amount of money needed to compen-

sate all authors would be signifcant. Other writers noted that they 
wouldn’t even necessarily want a small amount of compensation: 
“If it was gonna be 23 cents, because that’s really how much it’s worth, 
in some sense like. . . I think I should care more. But I don’t actually 
want a check for 23 cents” (P7). P32 noted that a very small amount 
of compensation in fact shouldn’t be considered compensation at 
all—compensation necessitates that it compensates the writer, and 
a small amount wouldn’t actually be compensation for their work. 

Alternatives to compensation may also be impractical. 
Some writers, either in addition to or in lieu of compensation, 
wanted to be credited for their contribution to an LLM (P14, P17, 
P18, P23, P24, P27). But P24 noted that while being credited in a 
model was an interesting idea, it ultimately seemed futile: 

I guess, because no one will go look at [a list of contribut-
ing authors]. They won’t. They won’t care. If I’m going 
to write something, I just want to use the model. I just 
want to chat, write in my prompt and get my results. 
I’m not going to take the time to go, Gee! I wonder what 
864,000 people were used to train this model. (P24) 

A few writers did consider ways to deal with the scale of LLM 
training data. P18 (fan fction writer) wanted credit to be based on 
the output, such that outputs that were "more infuenced" by some 
writing could highlight the particularly relevant contributions. P15 
suggested that rather than consider compensation at the individual 
level, “the moral thing to do would be to fgure out some way to ofset 
the disruption you’re causing. The way that you would do that isn’t 
necessarily just by paying everybody whose work has been fed into 
you know. . . it would be some other grant or taxation.” Similarly P33 
noted that industry disruption felt more salient than disruption 
to their individual career. P14 suggested that something like stock 
options would allow them to be compensated in line with the value 
that was created. 

The impracticality of respect made some disengage en-
tirely. Writers’ understanding of the scale of LLM training data 
made it difcult for them to square their desire for respect as labor-
ers and creatives. Writers wanted respect for their work, whether 
this be through consent, compensation, credit, or involvement, but 
felt that all and any of those were impractical. It would be im-

practical to get everyone’s consent (P11), compensation would be 
too small (P7, P15, P32), credit would be futile (P24), and no one 
expected to be invited into the upper ranks of technology corpora-
tions. This made many writers turn away from LLMs altogether; 
several of our interviewees actively disengaged with LLMs because 
of these issues, including never having tried them out themselves 
or avoiding learning more about them, even if they thought LLMs 
were theoretically or morally fne. 

6 Discussion 
There is a deep sort of sadness to this notion that lan-
guage can be mimicked in this way and that it can be 
sort of produced and really have no essential meaning or 
a central humanity, or at least not a detectable one. And 
then the idea that eventually these models and these 
applications will be able to simulate essential human-
ity. Or actually write moving, tear-jerking, compelling, 
bestselling novels. I mean, that’s a pretty interesting 
idea. And I’m sure it’s a place that we’re going, and I’m 
not sure that we’re prepared for it. (P12) 

As seen in the above quote, writers often traversed a range of 
emotions in response to the implications of LLMs, and many writers 
noted that they were not sure what should be done. Overall, while 
writers had concerns about the implications of language models 
abstractly, most writers expressed distaste for large corporations 
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using their work for dubious or unclear ends, and making a proft 
along the way. 

An implicit theme in many of our interviews was the way in 
which LLMs turned writing into data. Writers consider their work— 
writing—to be valued in a variety of ways (e.g. appreciation, com-

pensation, prestige) by a human readership. LLMs, in defance of 
these norms, subsume writing into the larger and more contentious 
category of data, where value becomes murky and the audience 
becomes algorithmic rather than human. Data has been analogized 
to labor [8], property [73], and natural resource (e.g. "data mining"). 
Such analogies, although never perfect, attempt to sort through 
how data should be valued, especially data generated by, and often 
about, people. But is writing data? 

We argue that writing becomes data when it is used to train gen-
erative models, and this transformation creates the issues writers 
raise, many of which stem from a reorientation of their audience 
from people to algorithms or perhaps companies. Writers noted 
the power diferential between themselves and the corporations 
making use of their work. This can be understood through the 
frame of precarious work [5]; as writers feel that their work is 
increasingly precarious, the power diferential between themselves 
and the organizations seeking to train LLMs grows larger.1 

We can also see this dynamic as a form of extraction, in which 
writing is "taken" from writers for the proft of others. Couldry 
and Mejias (2019) propose ‘data colonialism’ as a new form of 
colonialism to make sense of the use of large amounts of data by a 
small group of corporate and government actors. If data colonialism 
is a useful framework to understand data collection for language 
models, which we think it may be, then we can turn to theories of 
decolonialism to understand how to resist it. Mohamed et al. (2020) 
put forth the idea of dismantling power assymmetries to resist data 
colonialism. This moves beyond our initial exploration of how data 
may or may not be collected in this context. 

While our fndings often align with those studying visual artist 
communities—work by Jiang et al. (2023) fnds that AI image gener-
ators create a chilling efect on cultural production, similar to our 
fndings about industry impacts on writers—the direct economic 
impacts seem to be distinct (e.g. few of our interviewees expected 
to see personal economic impacts). However, the experience of 
precarious work and a lack of power remain the same. We believe 
that decolonial thinking can address a multitude of concerns (e.g. 
through pro-worker AI policies [4] or public AI initiatives [66]) 
even as they difer in their specifcs across communities. 

When asked who they expect to best advocate for their interests, 
writers did not think governments, publishers, universities, and 
certainly not technology companies, had their interests at heart. 
Some writers relied on their agents, but most writers would only 
trust other writers to safely and respectfully steer LLM creation. 
We recommend that writers form political communities which can 
take the helm in determining how their work is used. 

As we reported in the creative chain (5.1.1), while writers ex-
pect their writing to be part of a larger cultural project over which 

1
Such power diferentials have been explored in fan fction communities. For instance, 
Busse and Farley (2013) report on fan fction writers who note that the balance of 
power between two fan writers and between a fan writer and a professional writer 
is completely diferent, resulting in diferent social norms for remixing professional 
work than fan work. 

they have little control, LLMs challenged their notion of what it 
meant to participate in the creative chain. Some writers envisioned 
how LLMs could be more aligned with the kinds of cultural projects 
that they wanted to contribute to. For instance, several writers 
discussed the positive values of libraries, and considered a world 
where LLMs were more like libraries. Yet, libraries and language 
models have important diferences. The understood intent of li-
braries is that a wider variety of people can have direct access to 
your writing, whereas the fnal audience of an LLM may be igno-
rant of individual author contributions. Libraries are non-proft 
institutions that serve the general public. They are also physical 
locations that serve their local community in a variety of ways. 

Some of these diferences could be addressed: LLMs could be 
created by non-proft institutions to serve the general public, as 
recommended in [66] and seen in projects like [54] and [80]. The 
contributions of individual authors could be made more clear, for 
instance through work on attributing generated text to specifc 
training data [23, 39]. However, it is likely difcult to completely 
remove the obscurity that lies between training data and generated 
text, and this disjuncture may continue to cause unique problems. 

Although our work primarily investigated training data for large 
language models, writers did express interests in smaller models 
that were either private or local to a small community. As P2 put it, 
“I really love the idea of personal, more customized models for your 
friends and groups . . . it just feels like fun exploration.” Such models, 
with smaller amounts of creative writing in the training data, would 
make their place in the creative chain more clear, and make it easier 
to engage in respect for those who contributed to the training data. 

7 Future Work 
We outline two avenues of future work. The frst is how to prevent 
the use of writing as training data without consent. The second 
is how to create models that writers would want to contribute to. 
We see these as the negative and positive sides of futuring: how to 
discourage a future we don’t want, and create a future we desire. 

Preventing nonconsensual usage. While there is preliminary 
work on detecting if certain text has been used to train a model 
[39], or applying watermarks to text [53, 75, 85], more robust and 
easy-to-access methods would allow writers to determine whether 
their writing has been used without their consent, which is the 
frst step in recourse. Legal protections could enforce this, but 
social norms could also discourage institutions from nonconsensual 
usage.

2 
Research into the economic impacts of LLMs on writers 

could also support this agenda. 
Creating writer-controlled language models. Community 

datasets could allow writers to contribute only to projects they 
believed in. Such work would treat writers as experts rather than 
resources, and could draw on research on community archives 
[16, 30, 31, 42] and archival practices for machine learning [24, 47]. 
Technical work that supports smaller models that can be run locally, 
or models that can more easily interact with sensitive training data 
[67], could support community models which may not have the 
compute power of corporate ones. 

2
For example, fan fction communities have been found to have highly consistent 
social norms which are policed internally [28]. 
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8 Conclusion 
Most of the writers we talked to were not against the use of creative 
writing to train LLMs in theory, but rather against the way in which 
LLMs have been steered and created thus far. Even those who could 
not imagine why someone would want to use an LLM in their 
writing practice were open to the idea that people should be allowed 
to experiment with this technology. Still, most writers were either 
exasperated with the situation, seeing no way to infuence it, or they 
simply accepted it, often due to their interpretation of their small 
contribution given the scale of LLM training data. In this work, we 
attempt to represent how creative writers are reasoning about the 
use of their writing as training data for LLMs, and articulate a path 
forward that gives writers the respect they deserve. 
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A Self-Reported Demographic Data from 
Interviewed Writers 

We spoke with 33 writers who write across a variety of genres. The 
majority of writers we spoke with (22 out of 33) write in multiple 
genres, as indicated in Table 2. 

The writers we spoke with also share their work via a variety of 
publishing or delivery methods, detailed in Table 3. As with genre, 
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Table 2: Writing Genre of Interviewees 

Genre 

Fiction 22 
Literary Fiction 10 
Genre Fiction 9 

Sci-Fi and Fantasy 5 

Romance 3 

Fan Fiction 5 
Young Adult (YA) Fiction 3 

Non-Fiction 14 
Personal Essay and Memoir 11 
Journalism 5 

Poetry 15 

the majority of writers we spoke with (18 out of 33) also share their 
writing through multiple venues and means. 

Table 3: Method of Delivery for Interviewees 

Publishing or Delivery Method 

Traditional 26 
Major Publisher ("Big 5") 9 
Independent Publishers, Literary Magazines, and Journals 21 

Self-Published 15 
Blogs and Forums 9 
Kindle Direct or equivalent 6 

Performance 7 
Readings 5 
Installations and Exhibits 3 

The degree to which writers were compensated for their creative 
work varied signifcantly, detailed in Table 4. 

Table 4: Degree of Professionalization for Interviewees 

Compensation for Creative Work 

Most income comes from creative writing practice 11 
Most income comes from writing-related profession 10 
Most income does not come from writing 8 
Unknown 4 

We also noted how writers self-reported their use of LLMs; see 
Table 5. The vast majority (23 out of 33) were "dabblers"—those who 
had tried out LLMs, but do not use them in a regular or intensive 
manner. A signifcant minority (8 out of 33) use LLMs regularly in 
either their paratextual or central creative writing practices. 
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Creative Writers’ Atitudes on Writing as Training Data for Large Language Models 

Table 5: Engagement with LLMs in Writing Practice 

Engagement with LLMs in Writing Practice 

None 3 

Some (e.g., "trying it out" or "dabbling") 23 

Regular use in peripheral writing and publishing activi- 3 
ties (e.g., marketing, paratextual use) 

Regular use in creative composition (e.g., brainstorming, 5 
narrative outline, turns of phrase, etc.) 

B Interview Guideline 
The following guideline represents our fnal interview guideline. It 
includes core questions (solid bullet points) and potential follow-up 
questions (dashed bullet points). The guideline acted as a structure 
for the interview; not all interviews went through all follow-up 
questions or went through the questions in this precise order, de-
pending on how the conversation was progressing. Note that two 
questions use a stimulus, which was either verbally or visually 
presented to interviewees to aid in the conversation. 

B.1 General writing questions 
• Could you briefy describe your writing education or jour-
ney? 
– What initially inspired you to become a writer? Can you 
recall a specifc moment or infuence that ignited your 
passion for writing? 

– How many years have you been writing as a job? 
– How has your writing style or focus evolved over the 
course of your career? 

• Could you briefy describe your current writing practice? 
– What is your typical writing process? 
– What genre or type of writer do you identify with most? 
– How do you seek and incorporate feedback on your work? 
Are there specifc individuals or groups you rely on for 
constructive criticism? 

– Is writing your main profession, or do you have other 
jobs? How do you divide your time? 

• Do you share or publish your writing? 
– What is your approach to sharing or publishing your 
work? Who is involved in the process? 

– Has it changed over time? How? 

B.2 Knowledge of and attitudes towards LLMs 
• How much do you know about large language models like 
ChatGPT or Gemini (formerly Bard)? 
– How would you describe LLMs to someone who doesn’t 
know what it is? 

• Have you ever used these models? 
– What did you do or try? 
– What did you like or dislike about them? 
– Are there particular applications (perhaps that you see 
others engaged in) you like or dislike? 
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• Have you ever used these in your writing process? In what 
ways? 
– If yes: Has your opinion on LLMs now changed since you 
frst used one? 

– What do you like or not like about using them? Why? 
– Either yes/no: Are there specifc aspects of your writing 
practice where you see these models being relevant or 
useful? 

• Are you interested in using them in the future? 
– If yes: in what stage of the writing process would you use 
them? 

– Are there applications that you particularly like or dislike? 
– If no: why not? 

• Have you thought much about the training data for these 
models? 
– What are your thoughts on the source of the training data 
for these models? 

B.3 Knowledge of and attitudes towards 
language model training data 

• Do you know if any of your writing was used to train a large 
language model? 
– If yes: How did you fnd out? 
– If don’t know: Have you wondered? Why or why not? 

• How do you feel about the actual, potential, or hypothetical 
inclusion of your writing in an existing language model? 
– Are there details about the use of the model that matter 
to you? 

– Note: Use stimulus 1 
• Under what conditions, if any, would you want or consent 
to your own writing be included in an LLM training dataset? 
– Why do you prefer [x] over [y]? 
– Note: Use stimulus 2 
– Can you walk me through your thought process in your 
reactions? 

– If all your conditions were met, would you want your 
writing included? Why or why not? 

– If compensation is desired: What if compensation is very 
low? What about other forms of compensation, like stock 
options, or money going towards professional organiza-
tions or scholarships? 

• How might these conditions difer for diferent kinds of writ-
ing? e.g. Published v. unpublished work, fction v. nonfction. 
Why? 

• What material ways can you imagine your writing career 
being afected by LLMs? 
– Is there anything about the use of your writing data in par-
ticular that contributes to these material efects? (Versus 
LLMs generally.) 

• Are there any upsides of your work being included? e.g. For 
people to search, summarize, get recommendations. 

• What institutions do you think should be collecting and 
protecting writing data? Or collecting opt-in/opt-out infor-
mation? e.g. Government labs, universities, professional or-
ganizations like the Author’s Guild, non-profts. 
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• Who do you believe would advocate best for your interests? 
e.g. agents, publishers, lawyers, non-profts. 
– Who do you trust to advocate for your interests? 
– Who do you not trust? 

• If you were to sign a contract with LLM provisions, how 
would you negotiate? 

B.4 Stimulus 1: Hypothetical usage scenarios 
Commercial interests of the organization that developed the model: 

• You are notifed that several of your books were used by an 
LLM developed by a for-proft company. Your books are un-
available online for free. The company is charging a monthly 
subscription for access to their model. 

• Contrast A (research purposes): The LLM was developed by 
a university or government lab for research purposes only 
(i.e. non-commercial). 

• Contrast B (non-proft): The LLM was developed by a non-
proft dedicated to providing LLM access globally for free. 

• Contrast C (writing was available online): Instead of your 
books, the LLM used a series of short stories you wrote which 
are available online for free, although you were paid for these 
stories by the publisher and signed a contract saying you 
still own the rights to the stories. 

How people are using the model: 

• You are notifed that several of your books were used to 
train an LLM. People are using this LLM primarily to help 
with business-focused writing tasks like writing cover letters, 
business emails, or press releases. 

• Contrast A (creative writing): People are using the LLM 
for creative writing like writing stories, personal essays, or 
poems. 

• Contrast B (pro-social applications): People are using the 
LLM in professional contexts like lawyers using it to stream-

line support in pro bono cases, doctors using it to support 
diagnosis of rare diseases, teachers using it to help teach 
difcult concepts (like chemistry) or scientists to make new 
discoveries. 

B.5 Stimulus 2: Conditions of consent 
Compensation: 

• fxed, one-of payment for a specifc contribution 
• ongoing compensation or royalties entail recurring pay-
ments based on the use of the model (i.e. like royalties for 
book sales) 

• ongoing compensation based on usage of the model related 
to your work; e.g. if someone uses a model for their math 
homework, you don’t get compensated, but if it’s used for 
creative writing, you do get compensated. 

Credit: 

• public record of contributors listed on the LLM platform 
• Incorporate a mechanism for the model to acknowledge the 
source of its training data when generating outputs. (i.e. 
citation) 

• List contributors as collaborative authors on associated pub-
lications or reports 

Use of model: 

• usage only in education settings 
• disallow usage that would compete with your interests (e.g. 
disallow use to write novels that could theoretically compete 
with your novel) 

Commercial: 

• usage only in non-commercial settings (e.g. research, art, or 
non-proft) 

• require compensation in commercial applications 

Personal access to model: 

• Exclusive access to the model 
• free access to the model 
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