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ABSTRACT
During the COVID-19 pandemic, the World Health Organization
provided a checklist to help people distinguish between accurate
and misinformation. In controlled experiments in the United States
and Germany, we investigated the utility of this ordered checklist
and designed an interactive version to lower the cost of acting on
checklist items. Across interventions, we observe non-trivial differ-
ences in participants’ performance in distinguishing accurate and
misinformation between the two countries and discuss some possi-
ble reasons that may predict the future helpfulness of the checklist
in different environments. The checklist item that provides source
labels was most frequently followed and was considered most help-
ful. Based on our empirical findings, we recommend practitioners
focus on providing source labels rather than interventions that
support readers performing their own fact-checks, even though
this recommendation may be influenced by the WHO’s chosen
order. We discuss the complexity of providing such source labels
and provide design recommendations.
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1 INTRODUCTION
Helping users who encounter misinformation online is more im-
portant than ever. The COVID-19 pandemic is a prime example of
the contemporary abundance of misinformation. At the beginning
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of the COVID-19 pandemic in 2020, the World Health Organiza-
tion (WHO), among others, warned that “misinformation costs
lives” [103]. The Office of the Surgeon General of the U.S. Depart-
ment of Health andHuman Services argued that “limiting the spread
of health misinformation is a moral and civic imperative that will
require a whole-of-society effort” [65]. Examples of misinformation
in this context included false statements about the origin of the
virus, how the virus is spread, how it can be prevented, and how
it can be treated as well as false information about its mortality
and the vaccines designed to prevent it [15, 27, 65]. COVID-19 is,
however, only one of the more visible topics for which misinfor-
mation is spread. Other topics for which a significant amount of
misinformation is spread include the alleged connection between
autism and vaccines [65], “AIDS denialism” [65], the Pizzagate con-
spiracy theory [81] and QAnon [77], the latter of which played an
important role in the 2021 United States Capitol attack [11].

A large body of research exists on why people are prone to
believe in misinformation [2, 75, 82], how to study the spread of
misinformation [32, 67, 86], and which approaches may help against
misinformation [50, 79, 87]. There are also a number of tools and
interventions against misinformation available to end-users, includ-
ing reminders that shift users’ attention to accuracy [45, 70] and
novel user interface items like warnings, related articles, and other
interface changes [48]. There is, however, a gap regarding research
that compares different approaches regarding their perceived and
actual helpfulness, especially for the setting where users review
more than the headlines of articles.

There is also data available on individuals’ behavior in current
information ecosystems, regardless of the availability of particular
tools and interventions. In a 2019 survey of a nationally represen-
tative panel of randomly selected U.S. adults conducted by the Pew
Research Center, roughly 50% of respondents believed they some-
times come across “made-up news and information,” and nearly
four in ten respondents believe they often do [58]. In the same
survey, nine out of ten adults believed that made-up news causes
a great deal of confusion about the basic facts of current events.
Given this information environment, a large majority of respon-
dents reported checking facts in response to what they determine
to be possible misinformation, including 77% of 19-29-year-olds,
81% of 30-49-year-olds, and 75% of people aged 50+. The majority
of respondents checked facts regardless of their self-rated political
awareness. This motivated us to investigate how to best support
people with fact-checking news and information they encounter
online.

To design effective interventions against misinformation, it is
important to understand what misinformation looks like in practice.
A 2020 investigation of COVID-19 misinformation by Brennen et

https://orcid.org/0000-0003-1919-9016
https://orcid.org/0000-0001-5178-3496
https://doi.org/10.1145/3491102.3517717
https://doi.org/10.1145/3491102.3517717


CHI '22, April 29-May 5, 2022, New Orleans, LA, USA Heuer and Glassman

Figure 1: The written checklist that we evaluate in the experiments is based on the World Health Organization's �Top tips for
navigating the infodemic� [66].

al. revealed that the majority of COVID-19 misinformation (59%)
includes existing and often true information [15]. This information
is then spun, twisted, recontextualized, or reworked. They also
�nd that a substantial amount of misinformation is completely
fabricated (38%). Their analysis of misinformation also showed that
69% of total social media engagement with misinformation is due
to accounts by politicians, celebrities, and other prominent public
�gures. This is corroborated by a 2021 report by the Center for
Countering Digital Hate, which found that twelve individuals are
responsible for 73% of Facebook's anti-vaxx content [33].

Tools that empower users are needed because companies like
Twitter, Facebook, and YouTube do not act on known and labeled
misinformation [15]. On Twitter, 59% of debunked COVID-19 misin-
formation remained available. Every third debunked story (27%) on
YouTube and every fourth debunked story (24%) remained online
as well. This is especially problematic considering the scienti�c
consensus around COVID-19 and the enormous public attention
that the pandemic received. This shows that interventions against
misinformation that empower individuals are an important and
timely topic to study.

This paper responds to the O�ce of the U.S. Surgeon General's
call to �equip Americans with the tools to identify misinforma-
tion� [ 65]. In this paper, we investigate two interventions that can
be shown to users in situations where they may encounter misin-
formation. The �rst intervention is based on the widely publicized
checklist shown in Figure 1. The checklist was released by the

World Health Organization (WHO) to help people navigate misin-
formation [66]. The checklist includes recommendations to identify
the authors, check the date, and examine the supporting evidence,
among others. We compare the written checklist to an interactive
checklist that we designed and developed. The interactive checklist
has the same items as the written checklist, but we augmented
these recommendations technically, e.g., by providing source labels
and by automatically retrieving information like the headline, the
name of the author, and the date on which the article was published.
We also integrated a custom search form that suggests keywords
and that automatically searches fact-checking sites. We investi-
gated whether users' performance at recognizing misinformation
is improved if following the WHO's recommendations is made
less e�ortful. We examine which recommendations in the checklist
users act on and how the di�erent interventions in�uence users'
performance at rating the reliability of news articles. Investigat-
ing the written checklist is important because it was published
by the World Health Organization, a global authority on public
health. Understanding the helpfulness of the recommendations by
the WHO is useful because it allows us to provide the public with
more e�ective recommendations. Developing and evaluating the
interactive checklist allows us to assess where and how technology
can help people recognize misinformation.

We �nd that the interactive checklist is preferred over the writ-
ten checklist. We also learn that the written checklist is preferred
over the control condition without help. For the ordered WHO
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checklist that we evaluated, we found that the recommendation to
assess the source of a news story is perceived as the most helpful
recommendation in both countries. This means that participants
perceived it as helpful to know whether a source is seen as reliable
or unreliable. The recommendation to assess the source is also the
most acted on recommendation. The recommendation to consult
fact-checking organizations and to search for information that cor-
roborates or contradicts certain claims was perceived as less helpful,
even though we provided a tool that automatically helped users
search the fact-checking sites. The recommendation to fact-check
is also acted on less frequently. However, this recommendation was
also the component at the end of the checklist, which could have
in�uenced this result. In Germany, we can see that both the written
and interactive checklists are associated with signi�cantly better
performance at the task of rating the reliability of news articles
though not in the U.S. We discuss possible explanations for this and
provide concrete design recommendations on how this can inform
interventions that support users to recognize misinformation.

2 BACKGROUND
The goal of our investigation is to help users distinguish reliable
from unreliable information. Throughout the paper, we will use the
term misinformation to describe all kinds of incorrect or unreliable
information. Wardle et al. operationalize misinformation as false
information, including false connections and misleading content.
They use the term disinformation to describe information that is
false and that has an intent to harm [97]. Since intent to harm is
challenging to prove, we focus on the term misinformation.

2.1 People's Proneness to Believe In
Misinformation

Prior research showed that a belief in misinformation is linked
to prior exposure [69], how compatible it is to prior beliefs [51],
whether a person has a tendency to overclaim one's level of knowl-
edge [75], a person's ability and motivation to spot falsehoods [82],
the novelty of the false content [95], and whether a person would
�nd it interesting if the information was true [2]. Belief in misin-
formation is also connected to a tendency to ascribe profundity
to randomly generated sentences [75]. Other factors that mislead
users are a scienti�c presentation of content, the usefulness of the
information, visual design, and an organization's apparent author-
ity [ 101]. Education, on the other hand, is predictive of a decreased
belief in conspiracy theories [94]. The same is true for analytic think-
ing, which correlates negatively with believing in fake news [75].

Research indicates that, on average, people are good at distin-
guishing the quality of news articles [73]. At the same time, research
also showed that a small number of extreme users struggle with
this task, even though the majority is able to reliably rate their
trust in news [41]. Researchers also showed that the �agging of
misinformation can be outsourced to users [9, 43, 47, 73].

Pennycook and Rand argued that users' susceptibility to mis-
information is better explained by lack of reasoning than by mo-
tivated reasoning [74]. This connects to research that shows that
people might share misinformation because they are not paying
attention or because the social media context distracts them from
assessing the accuracy of information [70]. Other explanations for

this include that the role of individual rationality is overstated and
that decision-making is strongly in�uenced by shared group-level
narratives [88].

Wineburg and McGrew found that professional fact-checkers
readlaterally, i.e., they scan the original online article quickly and
then open new browser tabs of additional information to judge
the credibility of a website [101]. In contrast, other participants
who were not professional fact-checkers read vertically, i.e., they
stayed within the page an online article was on to evaluate its
reliability. Overall, Wineburg and McGrew argue that professional
�fact-checkers read less and learned more�. Like boyd [13], Wineburg
and McGrew, therefore, warn that the wrong kind of media literacy
may be taught [101].

To understand why people believe in misinformation, it is useful
to understand why people believe in real news. Jahanbakhsh et al.
compiled a taxonomy of reasons why people believe a news claim is
true or not [45]. These factors include having �rsthand knowledge,
that other trusted sources con�rm the claim, that the information
is from a source they trust, that the article provides evidence, or
that the information is consistent with a user's past experience.
Factors why people disbelieve a news story include that they have
(�rsthand) knowledge on a topic, that the information contradicts
information that a user knows from a trusted source, and that the
information is inconsistent with a user's own experience. Users
also assess whether a claim is motivated or biased and take into
account how the information is presented. In addition to that, users
believe that if a piece of information were true, they would have had
heard about it. Other aspects that in�uence belief in news include
the logos and the domain name [101] and the number of quoted
sources [91].

2.2 Interventions Against Misinformation
In this paper, we investigate ways of supporting users in recogniz-
ing misinformation. This is a challenging problem because people
may be more likely to stick to their initial decisions than to change
their opinion, no matter what reasons they are presented with [89].
Stanley et al. describe this phenomenon as a prior-belief bias. This
bias connects to related research that showed the in�uence that
motivated reasoning and the alignment of a claim with one's prior
policy position has on the assessment of misinformation [46]. How-
ever, a large body of prior research demonstrated that users con-
sistently and reliably change their beliefs if persuaded [1, 80, 102].
Another important investigation by Nyhan et al. examined the im-
pact that journalistic fact-checks of claims made by former U.S.
President Donald Trump had on those who support him and those
who do not [64]. They �nd that fact-checks improved the accuracy
of users' factual beliefs. At the same time, fact-checks did not a�ect
attitudes towards Trump. Goldberg et al., however, also showed
that Republicans in the U.S. shifted their views on climate change
after being presented with facts on climate science from trusted
messengers [36].

Several technical solutions have been proposed to automatically
detect misinformation using machine learning (ML) and data min-
ing techniques [18, 79, 84, 87]. Such ML-based approaches try to
predict misinformation from lexical-, syntactical-, semantic-, and
discourse-level features [105]. A large body of these approaches
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classi�es news articles into the categories �true� and �false� based
on the content or meta-data [76, 96]. However, critical work by Asr
et al. found that the available datasets to train ML-based systems are
limited and that ensuring data quality is a challenging problem [5].
ML-based systems also have the potential to make biased decisions
that discriminate against speci�c groups or individuals [24, 29, 63].

Technical approaches that go beyond predicting whether some-
thing is true or false are primarily aimed at researchers or plat-
form providers. Such tools can predict propagation pathways of
a message [86, 104], detect social bots [22], and monitor how mis-
information and fact-checks are spread [83]. More socio-technical
approaches are also used, e.g., to support online fact-checkers on
the social media website Reddit to identify check-worthy claims
using argumentation mining and stance detection [39], or to nudge
users to re�ect on the credibility of news they see on Twitter using
a browser extension [10].

We follow a socio-technical approach akin to Jahanbakhsh et
al., who studied interventions at the moment of sharing misinfor-
mation online [45]. They show that the sharing of false content
can be reduced by interventions like asking users to provide an
accurate assessment and by asking them to reduce the sharing of
false content (even though this also reduces the sharing of reliable
information). A socio-technical approach is important because in-
terventions against misinformation can back�re [37, 51, 102]. Prior
work showed that if users are corrected by experts, the trustworthi-
ness of the news sources shared by a user decreases [60]. In addition
to that, the language toxicity and the partisan slant of users' tweets
increase. This indicates important limitations regarding the social
correction of misinformation and highlights the importance of per-
forming user studies for any kind of intervention.

2.3 Warning Labels for Sources & Content
The written and interactive checklists that we investigate in this
paper relate to research that showed that both false and true head-
lines are perceived as less accurate when people receive a general
warning about misleading information [20, 25, 72]. A recent study
in the context of COVID-19 misinformation showed that reminders
to think of the accuracy of a news article can triple the level of
truth discernment in users' sharing intentions [72]. However, re-
search also indicates that the speci�c wording matters and that
the improvement is only moderate [20]. This relates to work by
Pornpitakpan, who shows that readers are more likely to believe
a message from a source with high credibility than a source with
low credibility [78].

The importance of source assessments is widely recognized [4,
8, 48, 57, 92]. Warning labels were, e.g., shown to reduce users'
intentions to share false news stories on Facebook [55]. However,
research also showed that even if people see and understand a cor-
rection about misinformation, their feelings towards a source may
remain unchanged [93]. Furthermore, Dias et al. also found that
showing the source of a news article does not a�ect whether users
perceive a headline as accurate or whether they would consider
sharing a headline [23]. Dias et al. also found a strong correlation
between trust in a news outlet and the perceived plausibility of a
headline. Source labels were also shown to reduce belief in disinfor-
mation claims and users' sharing intentions of disinformation [4].

This, however, depends on partisanship, social media platform,
and the speci�city of the label. A risk associated with only labeling
known misinformation is the so-called �Implied Truth E�ect� where
headlines that are not tagged as false are automatically considered
to be validated and are thus seen as more accurate [68]. Gao et
al. also warn that labels can have undesirable e�ects on facilitating
the spread of fake news, e.g. by making users look for opinions that
they agree with or by making fake news articles appear more trust-
worthy [35]. Overall, the related work shows the potential of labels.
At the same time, an investigation of the perceived helpfulness of
such labels for full articles and the e�ect of labels on people's task
performance at rating news articles is missing.

Investigating the written and the interactive checklist in di�erent
countries is important because misinformation is a global problem.
The Reuters Digital News Report 2020 indicates that citizens are
concerned about misinformation, even though the level of concern
varies from country to country [61]. For the report, citizens in
40 countries were asked whether they agree with the statement:
�Thinking about online news, I am concerned about what is real
and what is fake on the internet�. The concern was the highest in
Brazil, where 84% of respondents are concerned, and the lowest in
the Netherlands, where 32% are concerned. In regards to the two
countries that we examined, the United States of America has a
comparatively high level of concern (67%), while Germany has a
comparatively low level of concern (37%). The lack of concern con-
nects to prior research by Humprecht et al., who showed that some
countries are more resilient to misinformation than others [44].
Motivated by these insights, we investigate one country from the
cluster of countries with high resilience to online misinformation
(Germany) to a country from the cluster with low resilience (United
States).

Beyond this, the amount of cross-country research is limited, es-
pecially for research with a focus on human-computer interaction.
Most available research is from political science and psychology.
Pennycook et al., for instance, examined the in�uence of political
polarization and motivated reasoning in a cross-country setting
including the U.S., Canada, and the United Kingdom [71]. Their
investigation showed that COVID-19 skepticism in the U.S. is con-
nected to distrust in liberal-leaning mainstream news outlets; at
the same time, political conservatism was associated with misper-
ceptions, e.g., about the risks associated with COVID-19, weaker
mitigation behaviors, and a stronger hesitancy to get vaccinated.
A related investigation by Stier et al. examined the relationship
between populist attitudes and the consumption of various types of
online news [90]. They measured media exposure in �ve countries:
France, Germany, Italy, Spain, the United Kingdom, and the United
States. They found that people with populist attitudes consumed
more hyperpartisan news. In Germany, legacy press and public
broadcasting were most frequently visited by participants. In the
U.S., commercial broadcasting and digital-born outlets were most
popular. In another striking cross-country investigation, Shirish et
al. examined the impact of mobile connectivity and freedom on fake
news propensity during the COVID-19 pandemic [85]. They found
that nations with more mobile connectivity and more political free-
dom tend to also have more COVID-19 related misinformation. At
the same time, more economic and media freedom was connected
to less COVID-19 misinformation.
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